
Adaptive Deep Code Search
Chunyang Ling∗

Key Laboratory of High Confidence Software
Technologies, Ministry of Education, China

Peking University
Beijing, China

lingcy@pku.edu.cn

Zeqi Lin∗
Key Laboratory of High Confidence Software
Technologies, Ministry of Education, China

Peking University
Beijing, China

linzeqi@pku.edu.cn

Yanzhen Zou†
Key Laboratory of High Confidence Software
Technologies, Ministry of Education, China

Peking University
Beijing, China

zouyz@pku.edu.cn

Bing Xie
Key Laboratory of High Confidence Software
Technologies, Ministry of Education, China

Peking University
Beijing, China

xiebing@pku.edu.cn

ABSTRACT
Searching code in a large-scale codebase using natural language
queries is a common practice during software development. Deep
learning-based code search methods demonstrate superior perfor-
mance if models are trained with large amount of text-code pairs.
However, few deep code search models can be easily transferred
from one codebase to another. It can be very costly to prepare
training data for a new codebase and re-train an appropriate deep
learning model. In this paper, we propose AdaCS, an adaptive deep
code search method that can be trained once and transferred to new
codebases. AdaCS decomposes the learning process into embedding
domain-specific words and matching general syntactic patterns.
Firstly, an unsupervised word embedding technique is used to con-
struct a matching matrix to represent the lexical similarities. Then,
a recurrent neural network is used to capture latent syntactic pat-
terns from these matching matrices in a supervised way. As the
supervised task learns general syntactic patterns that exist across
domains, AdaCS is transferable to new codebases. Experimental
results show that: when extended to new software projects never
seen in the training data, AdaCS is more robust and significantly
outperforms state-of-the-art deep code search methods.
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public List<TrfvltBillInfoVo> getBillsByMonth(String accountInfo,
String date) throws Exception {

Map<String, Object> accountVo=TrfvltAppUtils.json2AccountMap(
accountInfo);

String carLicense=(String) accountVo.get("carLicense");
Map<String, Object> params = new HashMap<String, Object>();
params.put("carLicense", carLicense);
params.put("yearMonth", date);
return billDao.getBillsByMonth(params);

}

Figure 1: A code snippet in an industrial codebase, contain-
ing domain-specific words such as “trfvlt”, and “carLiscense”
that rarely appear in the Github training corpus
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1 INTRODUCTION
Code search is a common practice during software development
[40, 48]. To implement a certain functionality, developers usually
need to search and reuse previously written code by performing
natural language queries over a large-scale codebase. Recent years,
deep learning-based code search methods have been proposed and
achieved superior performances. For example, Gu et al.[14] pro-
posed DeepCS, a deep code search tool based on Recurrent Neural
Networks (RNN). Chen et al.[8] proposed BVAE, a deep code search
method based on Variational AutoEncoders (VAEs) [27, 45]. The
basic idea is to train a deep model with a large number of text-code
pairs, then use the model to search on the same codebase. The deep
code search model can better learn the semantic meanings so that
it improves the search accuracy of natrual language queries.

However, existing deep code search models perform badly when
applied to a new codebase. In practice, we train a deep code search
model with data collected from GitHub, then it can work well
on searching GitHub. Nevertheless, when we apply it to an real-
world industrial software codebase about smart city, the model
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Figure 2: An example of domain-specific words and syntactic patterns in code search

suffers from the out-of-vocabulary (OOV) problem and results in a
low search accuracy. Figure 1 shows a code snippet in the target
industrial codebase. This code snippet contains several domain-
specific words that rarely appear in the training data, such as “trfvlt”
(a.k.a., traffic violation), “bill” and “carLiscense”. Thus, the deep code
search model fails to represent the semantic meanings properly
here.

For these deep code search methods, if we want to achieve supe-
rior performance on the real-world industrial codebase in a com-
pany, we have to prepare enough training data for the codebase and
train a specific search model for it. However, preparing training
data (i.e. text-code pairs) for deep models is very costly in regards
to time and money. There may be only a few codes commented
with proper natural language descriptions in the target codebase
(e.g., some private industrial codebases), so that it is quite difficult
to extract sufficient text-code pairs automatically.

In this paper, we propose AdaCS, an adaptive deep code search
method, which can be trained with data from one codebase (e.g.,
Github) and transferred to many other codebases (e.g., real-world
industrial codebases) easily. AdaCS learns domain-specific word
meanings and general syntactic patterns respectively. Firstly, an
unsupervised word embedding technique is utilized to construct
a matching matrix for each text-code pair, in which entries repre-
sent the similarities between words (i.e., word meanings). Then, a
recurrent neural network is utilized to capture the latent syntac-
tic patterns from these lexical matching matrices in a supervised
way. When it comes to a new software codebase, AdaCS learns the
domain-specific words from its code corpus, constructs a match-
ing matrix for each pair of natural language query and candidate
code snippet, and then use the trained recurrent neural network to
measure the degree of matching between the query and the code.

To evaluate the effectiveness of AdaCS, we perform the adaptive
code search task on a target Java codebase collected from 3 well-
known projects: Apache Lucene, Apache POI and JFreeChart. This
test codebase contains 1,606 query-code pairs. To simulate the
adaptive code search scenario, we first train the model with a large
corpus from GitHub consisting of 77,920 text-code pairs, and then
apply the model directly to search on the test codebase. Note that all
training text-code pairs related to the 3 target projects are filtered

out to ensure the adaptive experimental scene. Experimental results
show that AdaCS improves the top-5 hit rate of the adaptive code
search from 65.9% to 88.2% when compared against state-of-the-art
methods.

Contributions of this paper include:

• The proposal of AdaCS, a new deep code search method that
decomposes the learning process into embedding domain-
specific words and matching general syntactic patterns.

• We apply AdaCS to adaptive code search tasks in which it
can be trained once and transferred to new codebases easily.
To our knowledge, we are the first to apply transfer learning
more specifically unsupervised domain adaption to code
search.

• We conduct experiments on adaptive code search tasks and
the results demonstrate that AdaCS is more robust and out-
performs the state-of-the-art deep code search methods.

The rest of this paper is organized as follows. Section 2 describes the
motivation of this paper. Section 3 describes the details of AdaCS.
Section 4 presents the evaluation setup, and Section 5 presents
the evaluation results. Section 6 discusses related work. Section 7
concludes this paper.

2 MOTIVATION
This paper is motivated by a common observation that the match-
ing patterns between a natural language text and a code snippet
usually exist at different levels of granularity(e.g. from the lexical to
syntactic levels). Figure 2 demonstrates both the lexical and syntac-
tic matching patterns in text-code pairs and how a syntactic pattern
can work across codebase.

Consider the query “create listener for each button” and its rele-
vant code snippet in the training corpus. We denote this text-code
pair as p0. The matched words between text and code are linked via
colored lines. Solid lines represent identical matches(e.g., “listen-
ers” and “Listener”), and dotted lines represent similar matches(e.g.,
“create” and “add”). There is a syntactic pattern underlying this text-
code pair: the “x for each y” syntactic structure in natural language
text corresponds to the “for ( ... : ...y ... ) { ... x ... }” syntactic structure
in code.
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We can see that the word-level similarities are quite diverse
and domain-specific (e.g., “traffic violation”), while the syntax-level
patterns are more general and abstract. The other text-code pair
in the target codebase(i.e., “print traffic violations for each car”),
denoted asp1, contains somewords that never appear in the training
corpus. However,p1 shares the similar syntactic patterns withp0, so
that the matching score of p1 should be high. In fact, the word-level
similarities are mostly independent of the sentence-level matching
patterns in many cases.

We decompose the semantic similarity between a natural lan-
guage text and a code snippet into two factors:

• Domain-specific words meaning refers to the semantic
similarity between words. For example, “trfvlt” is a syn-
onym of “traffic violation”. Each codebase may contain lots
of domain-specific words, which causes that words meaning
can hardly work across codebase.

• Syntactic pattern refers to sequential patterns in code and
natural language text. For example, “print traffic violations
for each car” and “print the car for each traffic violation”share
many common keywords, but their semantic meanings and
corresponding code snippets are very different. Most syntac-
tic patterns are universal across codebases so that we can
reuse these patterns when applied to a new target codebase.

Our main idea is to deal with domain-specific word mean-
ings and domain-adaptable syntactic patterns respectively.
That is to learn the syntactic patterns from training corpus sepa-
rately, and learn the domain-specific words meaning in an unsu-
pervised way for each codebase. Therefore, we can combine the
learned syntactic patterns with the domain words meaning and
transfer them to a new target codebase.

However, for existing deep code search methods, they learn word
meanings and syntactic patterns jointly during model training, so
that the learned models cannot be transferred from the training
corpus to a new type of codebase.

We formalize the code search problem as matching between a
natural language query q and a code snippet c . Our goal is to define
the matching function f (q, c). Given a natural language query q,
we compute the score f (q, c) for each candidate code snippet c ,
then the score is used to rank all these candidate code snippets in
descending order.

It has been widely recognized thatmaking a good matching
decision requires of taking into account the rich interaction
structures in the text matching process [16, 42]. A large num-
ber of syntactic patterns can be mined from the interaction struc-
tures between the query and the document. We represent the in-
teraction structure of each text-code pair as a lexical matching
matrix. Figure 3 illustrates the lexical matching matrices of the
aforementioned text-code pairs p0 (Figure 3b) and p1 (Figure 3a).

In the interaction matrix M, each cell Mi , j represents the lexical
similarity between the i-th word in q and the j-th word in c . The
darker a cell is colored, the higher the corresponding lexical simi-
larity is. Although the word-level similarity is domain-specific, it
can be computed in an unsupervised way: for p0, lexical similarity
is computed through performing word embedding technique [60]
on GitHub corpus; for p1, lexical similarity is computed through
performing word embedding technique on the target industrial

(a) Interactions between “create listener for each button”
and its relevant code snippet

(b) Interactions between “print traffic violations for each car”
and its relevant code snippet

Figure 3: Syntactic patterns lie in the interaction structures.
Each matrix stands for the interaction structure of a text-
code pair. Eachmatrix cell stands for the similarity between
two words.

corpus. Note that we do not need annotated text-code pairs for the
target codebase. We denote the lexical matching matrix of p0 and
p1 asM0 andM1, respectively.

As the interaction structure of each text-code pair is represented
as a matrix, syntactic patterns are converted to matrix patterns. For
example, in Figure 3, we highlight matrix cells in red borders corre-
sponding to the aforementioned “x for eachy” syntactic pattern. We
can see that M0 and M1 contain a similar matrix matching pattern.
Therefore, we can learn such syntactic patterns from training data
like p0, and then transfer these patterns to the target codebase like
p1. Now, f (q, c) is defined as:

f (q, c) = score(Ψ(q, c)) (1)

, where Ψ maps the text-code pair to an interaction matrix un-
supervisedly, and then we use a supervised model to learn the
matching patterns to calculate f (q, c) score. When applied to a new
codebase, we construct matrices with all candidate code snippets
and the new natural language query, and rank the code snippets by
the predicted scores.
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Figure 4: An overview of the code search process based on
AdaCS

In our work, each word in code snippet c is not represented as
a fixed vector, but represented dynamically by how it is similar
to words in natural language query q. Since the word meanings
can be learned in an unsupervised fashion, each word in the target
codebase can be represented properly, even if it never appear in the
training data. As a result, our approach can overcome the out-of-
vocabulary problem and tranferred easily to new codebases.

3 APPROACH
In this section, we present our proposed approach namely AdaCS,
which can be trained once and perform adaptive code search task on
new codebases. To ensure the model transferability, AdaCS learns
the abstract syntactic level patterns and the domain-specific lexical
level meanings separately.

Figure 4 gives an overview of the adaptive code search workflow
based on AdaCS. First, we use unsupervised learning based method
to learn the domain-specific words meaning for both the training
and target codebase. Next, we extract text-code pairs from the
training codebase and use supervised learning based method to
learn the general syntactic patterns. Finally, when the developer
inputs a natural language query, we use the trained model to search
on target codebase and then return the ranked code snippets as the
final result.

Figure 5 gives the deep model architecture of AdaCS. It can be
roughly divided into three parts: (1) learning domain words for each
codebase to obtain the word embeddings; (2) constructing a lexical
matching matrix for each text-code pair; (3) learning syntactic pat-
terns from these matrices with deep neural networks. After that,
AdaCS predicts the score f (q, c) for each candidate code snippet c ,
then uses such scores to re-rank all candidate code snippets. The
details of these three parts are introduced in the following sections.

3.1 Learning Domain Word Embeddings
For each codebase, we use unsupervised word embedding technique
to represent its domain-specific semantic meaning. [2][37]. Specifi-
cally, we utilize fastText[3]1, a widely used word embedding tool
1https://fasttext.cc/

Figure 5: The model architecture of AdaCS

provided by Facebook, to encode each wordw as a representation
vector ®αw .

Word embedding is an unsupervised learning-based method,
which means that fastText requires a document corpus to train rep-
resentation vectors for words. For each software project, we build
the document corpus with code snippets (including API documen-
tation and code comments of them) in its codebase, following Ye et
al.’s work[60]. Moreover, if the project has more textual resources
such as tutorials, issue reports and StackOverflow Q&A pairs, these
textual resources can be added into the document corpus to learn
better word representations.

We chose fastText to learn word representations, not classical
word embedding algorithms like word2vec[36] or GloVe[43], since
fastText can enrich word vectors with subword information. For
example, in fastText, “analyzer” will share some parameters with
“analytics” when training their word representations, since they
are similar in morphology. Therefore, word representations trained
by fastText are more reliable than those trained by classical word
embedding algorithms.

3.2 Constructing Lexical Matching Matrices
As discussed in Section 2, AdaCS represents interaction structures
of each text-code pair as a lexical matching matrix. Given a nat-
ural language text q = (w1,w2,w3, ...,wm ) and a code snippet
c = (v1,v2,v3, ...,vn ), we construct a matrix M withm rows and n
columns, in which each entry Mi , j represents the lexical similarity
between wordwi and vj :

Mi , j = sim(wi ,vj ) (2)
We use a simple tokenizer to split a natural language text or

a code snippet into word sequences. It will decompose combined
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words (e.g., “StandardAnalyzer” will be decomposed to “standard”
and “analyzer”), and it will filter out all punctuation such as commas,
periods and braces. For example, as shown in Figure 3b, the code
snippet: “for (String s : carLiscenseList) { billDao.getTrfvltByLiscence(s);
... }” will be tokenized into: (“for”, “string”, “s”, “car”, “liscense”, “list”,
“bill”, “dao”, “get”, “trfvlt”, “by”, “liscence”, “s”, ...)

The lexical similarity sim(wi ,vj ) is scored based on the word
embeddings obtained at previous stage. In particular, we define it
as the cosine similarity between ®αwi and ®αvj :

sim(wi ,vj ) =
®α⊤wi

®αvj

∥ ®αwi ∥ · ∥ ®αvj ∥
(3)

, where ∥ · ∥ stands for the l2 norm of a vector.
Based on the lexicalmatchingmatrix, we construct an interaction-

focused representation vector ®βvj for each word vj in code snippet
c . This vector contains two parts of information:

(1) The j-th column in M, expressing the interaction struc-
tures between word vj and natural language query q. We
assume that themaximum length of a natural language query
will not exceed N (N is a hyper-parameter in AdaCS). Then,
we make:

®βvj ,k =

{
Mk , j 0 ≤ k < m

0 m ≤ k < N
(4)

(2) The IDF (Inverse Document Frequency) value of word vj in
the corpus, expressing the specificity of this word [51]. In
the matching process, it is helpful to deal with words with
different IDF values in different ways. Therefore, we add the
IDF value of vj as a dimension into the interaction-focused
representation vector ®βvj :

®βvj ,N = id f (vj ) = log
|D |

|{d |d ∈ D ∧vj ∈ d}|
(5)

, where D stands for the aforementioned document corpus.
Through the above definitions, we can represent each text-code

pair p = (q, c) as Xp = ( ®βv1 ,
®βv2 ,

®βv3 , ...,
®βvn ), which is a vector

sequence of length n. The i-th element in Xp is a N +1-dimensional
vector, standing for the interaction-focused representation of the
i-th word in code snippet c . In the next phase, Xp will be used as
an input to learn cross-project syntactic patterns.

3.3 Learning Syntactic Patterns
Given a text-code pair p = (q, c), we construct a vector sequence
Xp for it (as presented in Section 3.2), then we develop an RNN
model to predict the f (q, c) value. This model should be trained
with lots of text-code pairs, and cross-project syntactic patterns
will be learned and encoded implicitly in model parameters. More
specifically, our method works as follows:

3.3.1 Text-code pair encoding. Wefirst pass the vector sequence
Xp = ( ®βv1 ,

®βv2 ,
®βv3 , ...,

®βvn ) as the input to a long short-term mem-
ory network (LSTM) [20] and thus obtain:

{®h1, ®h2, ..., ®hn } = LSTM(Xp ) (6)

, where ®hi is expected to encode useful context information in
subsequence ( ®βv1 ,

®βv2 ,
®βv3 , ...,

®βvi ). Therefore, information in Xp

is encoded in a fixed-length vector—®hn .

3.3.2 Prediction. Our goal is to predict the f (q, c) value, which
stands for the matching degree between natural language text q
and code snippet c . To this end, we take ®hn as input, and use a linear
module ®z to convert it to f (q, c):

f (q, c) = ®z⊤ ®hn (7)

3.3.3 Training. We train all model parameters including the LSTM
module and ®z jointly. Our training data S consists of triples in the
form of (q, c+, c−). In each triple, q is a natural language text; c+
is a positive code snippet that relevant to q; c− is a negative code
snippet that is not relevant to q. The negative samples are randomly
drawn from the pool of code snippets except c+. For each training
example s = (q, c+, c−) in S , the training objective is to minimize
the pair-wise hinge loss:

Ls = max(0, 1 − f (q, c+) + f (q, c−)) (8)
This loss encourages the model to produce a higher score of

f (q, c+) than the score of f (q, c−). Based on it, we define the aggre-
gated loss function LS on dataset S as:

LS =
∑
s ∈S

Ls (9)

3.4 Transferring to Target Codebases
AdaCS is a domain-adaptive code search methods that can learn
from a single code corpus and be applied to different codebases
directly. When it comes to a new codebase, we do not need to
re-train the model since the syntactic patterns can work across
codebases but only substitute the domain-specific word embeddings
part.

As described in Section 3.1, we learn the word embedding for the
target code base in an unsupervised fashion. Then, we construct
the lexical matching matrices for the natural language query and
all candidate code snippets in the target codebase. In particular,
given a natural language query q, and all candidate code snippets
C = {c1, c2, . . . , ck }, we compute the matching score by f (q, c′) for
all c′ ∈ C . Finally, we rank these code snippets in descending order,
and return the ranked list as the final search result.

4 EVALUATION SETUP
We evaluate AdaCS on the adaptive code search task: AdaCS is
trained with text-code pairs collected from GitHub, then it is tested
on a new codebase composed by three individual software projects—
Apache Lucene2, Apache POI3 and JFreeChart4. In the training data,
all text-code pairs about these three target projects are filtered out
to ensure the adaptive nature of this evaluation.

We compare AdaCS with several state-of-the-art code search
methods to validate its effectiveness. Details of the evaluation setup
are presented as follows.
2http://lucene.apache.org/
3https://poi.apache.org/
4http://www.jfree.org/jfreechart/
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(a) Text length distribution of
GitHub dataset

(b) Code length distribution of
GitHub dataset

(c) Text length distribution of
the test dataset

(d) Code length distribution of the
test dataset

Figure 6: Text and code length distributions of our datasets

4.1 Research Questions
The evaluation investigates the following research questions:

• RQ1: Does AdaCS outperform the state-of-the-art deep code
search methods in adaptive code search?

• RQ2: Does AdaCS outperform the IR-based code search
methods in adaptive code search?

• RQ3: How does each module in AdaCS (e.g., fastText word
embeddings and the IDF value id f (·)) affect its effectiveness?

• RQ4: How efficient is AdaCS? How long does it take to train
the model, and how long does it take to make predictions?

4.2 Dataset
Our training data are collected from GitHub. Following Hu et al.’s
work[22], we extract Java methods and their Javadoc comments
from GitHub (methods without Javadoc comments are omitted in
this evaluation). For each Java method c , we use the first sentence
appeared in its Javadoc comment as the natural language query
q since it typically describes the functionality of the Java method
(according to Javadoc guidance5).

We further clean up these (q, c) pairs using the following rules:
• (q, c) will be filtered out if the code snippet c invokes any
API in Apache Lucene, Apache POI or Jfreechart, which are
target projects for testing in our evaluation.

• (q, c) will be filtered out if length of the query q is longer
than N (we set N = 15), the code snippet c contains less than
3 statements, or the code snippet c contains more than 400
words.

• (q, c) will be filtered out if the code snippet c is a construc-
tor, an overridden method, a getter/setter method or a test
method.

5http://www.oracle.com/technetwork/articles/java/index- 137868.html

Table 1: Basic statistics of the test data

Methods NL
Words

Code
Words

Unique
NL

Words

Unique
Code
Words

Lucene 563 3,488 59,874 889 1,772
POI 707 4,549 82,259 878 2,083

JFreeChart 336 1,961 41,522 430 926
Total 1,606 9,998 1,83,655 1,457 3,075

Table 2: Some sampled queries from test dataset.

Project Natural Language Queries
Lucene creates a span query from the tokenstream

load a stemmer table from an inputstream
POI create a new comment at located cell address

change the type of the text
JFreeChart draws a section label on the right of the pie chart

create a scatter plot with default settings

Finally, we get 77,920 text-code pairs which are positive samples
(q, c+). For each (q, c+), we randomly select n negative samples
from the pool of code snippets except c+, where n is set to be 20
empirically in this work. Thus, we obtain 77, 920 × 20 triples in the
form of (q, c+, c−). This dataset contains 16,551 unique words in
natural language queries and 25,459 unique words in code snippets.
Figure 6a and Figure 6b gives the text length and code length dis-
tribution respectively. We randomly select 60% of the triples for
training (S), 20% of the triples for validation (S ′), and the rest 20%
for testing in a secondary experiment (S ′′).

Our test dataset consists of 3 parts of code according to related
projects, which are: Apache Lucene (version 7.0.0), Apache POI
(version 4.1.0) and JFreeChart (version 1.0.19). To guarantee the
quality of natural language queries, we use a few heuristic rules(e.g.,
should contain verb and noun phrases)to filter the inappropriate
descriptions(e.g., “This method is not thread-safe.”). Finally, we get
1,606 (q, c) text-code pairs in total. For each natural language query
q, we treat all these 1,606 code snippets as candidates and our goal
is to rank the ground truth c as higher as possible.

Table 1 gives the basic statistics of the test dataset, and Table 2
shows some sampled queries from the test dataset. Figure 6c gives
the text length distribution of this dataset, and Figure 6d gives the
code length distribution of this dataset.

4.3 Comparison Methods
We compare the effectiveness of AdaCS with 5 existing code search
methods, and these methods can be categorized into two groups.

4.3.1 IR-based Methods. For IR-based code search methods, the
ordering of words usually has no effect on the search process. they
can work across domains and do not need labelled training data.
Since our dataset only contains text-code pairs, we do not compare
with some IR-based methods requiring auxiliary information(e.g.,
posts from StackOverflow).
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• Baseline: we take a simple information retrieval system as
our baseline method, in which the matching degree between
a natural language query and a code snippet is measured
by the cosine similarity of their TF-IDF vectors. We use
Gensim6, a Python library for text processing to implement
this baseline method.

• Skip-gram: Ye et al. [60] proposed a word embedding-based
method to measure the matching degree between a natural
language text and a code snippet. We apply it in the code
search task and call this Skip-gram, as this method utilizes the
classical skip-gram model [36] to learn word embeddings.
As the authors didn’t open source it, we reproduced this
method based on the paper.

• CodeHow: CodeHow is a code search method proposed by
Lv et al. [34]. It first identifies some potential APIs that may
be related to a natural language query, then use the Extended
Boolean Model to apply the information to the code search
process. As the authors didn’t open source it, we reproduced
this method based on the paper.

4.3.2 Deep Learning-based Methods. For deep learning-based code
search methods, they perform well if models are trained with a
large amount of proper text-code pairs, but they will suffer from
out-of-vocabulary(OOV) problem when applied to new codebases.

• DeepCS: DeepCS7 is a deep learning-based code search
method proposed by Gu et al. [14]. It is a typical represen-
tation focused deep code search method (while AdaCS is
a interaction focused deep code search method): natural
language queries and code snippets are encoded as real vec-
tors in a unified space using deep neural networks, then
the matching degree between a query and a code snippet is
measured by the distance of the vectors.

• BVAE: BVAE 8 proposed by Chen et al. [8] is another rep-
resentation based deep code search method. It utilizes two
Variational AutoEncoders (VAEs) to better encode natural
language queries and code snippets.

Moreover, to answer RQ3 (how each module in AdaCS affects
its effectiveness), we compare AdaCS with some of its variants as
follows:

• AdaCS-IND: in this variant, we use indicator function to
calculate sim(wi ,vj ), i.e., we produce either 1 or 0 to indicate
whether two words are identical after they are stemmed:

sim(wi ,vj ) =

{
1 stem(wi ) = stem(vj )

0 otherwise
(10)

This variant is used to validate that it is important to capture
the semantic matching between similar but not identical
words using word embeddings from unsupervised learning
in AdaCS.

• AdaCS-noIDF: In this variant, we remove the IDF value
id f (vj ) from from ®βvj . This variant is used to validate that
it is important to incorporate the specificity of words into
AdaCS.

6https://pypi.org/project/gensim/
7https://github.com/guxd/deep-code-search
8https://github.com/betterenvi/ret-sum

Table 3: Comparison ofHit@K (K = 1, 2, 3, 5) andMRR scores
on the adaptive code search task

H@1 H@2 H@3 H@5 H@10 MRR
Baseline 0.279 0.405 0.467 0.541 0.661 0.407
Skip-gram 0.322 0.415 0.458 0.552 0.696 0.435
CodeHow 0.377 0.472 0.509 0.567 0.698 0.479
DeepCS 0.268 0.366 0.430 0.523 0.659 0.386
BVAE 0.268 0.366 0.430 0.523 0.709 0.397
AdaCS 0.486 0.598 0.675 0.772 0.885 0.621

4.4 Performance Metrics
Our evaluation task is a navigational search task. In other words,
each test query corresponds to one and only one ground-truth
relevant code snippet. Therefore, we use two common metrics for
navigational search as the performance metrics in our evaluation:

• Hit@K, which considers whether the ground truth rele-
vant code snippet of each query is ranked within the top K
positions of the result list:

Hit@K =
|{q |q ∈ Q ∧ Rank(cq |q) ≤ K}|

|Q |
(11)

, whereQ is the set of all test queries, and Rank(cq |q) stands
for where the ground truth relevant code snippet cq of q is
ranked in the search result. We report the Hit@K results at
K = {1, 2, 3, ..., 10}.

• MRR (Mean Reciprocal Rank), i.e., the average of the recip-
rocal ranks of the ground-truth relevant code snippets:

MRR =

∑
q∈Q

1
Rank (cq |q)

|Q |
(12)

4.5 Implementation Details
We implement AdaCS using PyTorch9, an open-source deep learn-
ing framework, and the URL of our source code is masked now for
double-blind review.

We make the LSTM module (presented in Equation 6) a 2-layer
LSTM. The parameters are set as a result of experience. The hidden
dimension of LSTM is set to 64, and the dropout rate is set to 5%. For
training our AdaCS model, we use the ADAM[26] optimizer with
learning rate 0.005 and batch size 64. Code, data, and experiments
for this paper are available on GitHub. 10

5 EVALUATION RESULTS
In this section, we show the evaluation results and answer the
research questions presented in Section 4.1 empirically.

5.1 Effectiveness (RQ1 & RQ2)
RQ1 and RQ2 aim to investigate whether AdaCS outperforms the
state-of-the-art deep code search methods and IR-based code search
methods in adaptive code search. We report our main results in
Table 3.

AdaCS outperforms existing code search methods by a large mar-
gin. It obtains a test MRR score of 0.621, which is much better than
9https://pytorch.org/
10https://github.com/laurence-ling/drm_codesearch
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(a) Comparison results on the adaptive code search task

(b) Comparison results on the non-adaptive code search task

Figure 7: Comparison of Hit@K (K = 1, 2, ..., 10) scores: (1)
AdaCS outperforms the state-of-the-artmethods in adaptive
code search task, and achieves competitive results in non-
adaptive search task; (2) Deep code searchmethods (DeepCS
and BVAE) work well on the non-adaptive code search task,
but their effectiveness drops a lot on the adaptive search
task, since they suffer from the OOV problem caused by
domain-specific words.

that of Baseline (0.407), Skip-gram (0.435), CodeHow(0.479), DeepCS
(0.386) and BVAE (0.39). In terms of Hit@K, AdaCS improves the
state-of-the-art Hit@5 score from 56.7% (obtained by CodeHow) to
77.2%. For 48.6%/67.5%/77.2%/88.5% of the test queries, the relevant
code snippets can be found within the top 1/3/5/10 returned results.
Figure 7a gives the Hit@K curves of AdaCS and those existing code
search results. These results show that AdaCS leads to much better
results than existing deep learning-based methods and IR-based
methods on the adaptive code search task.

As Table 3 and Figure 7a shows, the state-of-the-art deep code
search methods (i.e., DeepCS and BVAE) do not perform well on
the adaptive code search task. As a comparison, we test AdaCS and
those comparison methods on a non-adaptive code search task(i.e.,
the model is both trained and tested on the same dataset), and
the results are shown in Figure 7b. In this secondary experiment,
we use the remaining 20% of GitHub data for testing except the

Table 4: Comparison ofHit@K (K = 1, 2, 3, 5) andMRR scores
of AdaCS and its variants

H@1 H@2 H@3 H@5 H@10 MRR
AdaCS 0.486 0.598 0.675 0.772 0.885 0.621
AdaCS
_IND 0.402 0.517 0.602 0.696 0.809 0.583

AdaCS
_noIDF 0.435 0.549 0.630 0.732 0.848 0.546

Figure 8: Comparison of Hit@K (K = 1, 2, ..., 10) scores of
AdaCS and its variants

60% for training data and the 20% for validation data. We can find
that AdaCS also achieves competitive results in this task. Note that
the state-of-the-art deep code search methods learn each word’s
embedding as model parameters in a supervised fashion, while
AdaCS only learns them unsupervisedly.

As is shown in Figure 7b, although the state-of-the-art deep code
search methods work well on the non-adaptive code search task,
their effectiveness drops dramatically in the adaptive code search
scene(as shown in Figure 7a). This is mainly because that they suffer
from the OOV problem caused by domain-specific words in target
codebase (i.e., Apache Lucene, Apache POI and JFreeChart).

In summary, AdaCS, a novel interaction-based adaptive deep
code search method, outperforms the state-of-the art methods
in adaptive code search task and also achieves competitive
results in non-adaptive task.

5.2 Module Utility (RQ3)
RQ3 aims to investigate how each module in AdaCS affects its
effectiveness. To answer this research question, we compare AdaCS
against some of its variants:

• AdaCS-IND, in which we use indicator function to calculate
word similarity;

• AdaCS-noIDF, in which the IDF values are removed from
®βvj ;

The experimental results are shown in Table 4 , and Figure 8
gives the detailed Hit@K (K = 1, 2, ..., 10) curve of the results. We
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can find that AdaCS obtain the best results, whether in terms of
Hit@K or MRR metrics. If the IDF values are removed out (i.e.,
AdaCS-noIDF), then the MRR drops from 0.621 to 0.583, which
demostrates that the IDF values in ®βvj carry useful information for
understanding the semantics. At same time, the MRR also drops if
we do not use unsupervised learned word embeddings to calculate
the similarity but use exact matches.

Therefore, we can conclude that: all the modules including
fastText-basedword similarities and the IDF values are help-
ful to improve the effectiveness of AdaCS.

5.3 Efficiency (RQ4)
RQ4 aims to investigate the time efficiency of AdaCS. More specif-
ically, we focus on how long it takes to train the model and how
long it takes to predict the f (q, c) value of each (q, c) pair.

To answer this research question, we record the time spent on
training and predicting during evaluation. Our experiments are
all conducted on a workstation with a 2.9GHz 8 Core CPU and a
NVIDIA GTX1080TI GPU.

5.3.1 Training efficiency. In our training process, each training
iteration took about 30 minutes in average. The validation result
reached its local optimal at the 9th iteration, and tended to stable
afterwards.

5.3.2 Prediction efficiency. For each (q, c) pair, AdaCS took 1.29
milliseconds to predict the f (q, c) value. Therefore, the response
time of each query will be 1.29 seconds if we take 1,000 candidate
code snippets in the code search engine. In order to reduce the
number of candidates, we use a text retrieval system to filter out
some code snippets before the model prediction. In the text retrieval
step, we simply use the vector space model (VSM) [47] based cosine
similarity between the code snippets and the natural language
query q, and the top-k scored code snippets are kept as “candidate
code snippets”. Thus, we can adjust the value of k (e.g., set it to
1,000) so that the online computation time of AdaCS can be reduced.
Therefore,this time efficiency can basically meet the needs of
real-time search, though it is slower than existing code search
methods.

5.4 Threats to Validity
The threat to construct validity is that the target projects (i.e.,
Apache Lucene, Apache POI and JFreeChart) in this evaluation
are not actual standalone industrial software projects, but widely-
used open source software projects. To reduce the threat, we isolate
the target projects from the training data, and simulate the adaptive
code search scene. As described in section 4, for any (q, c) pair from
GitHub, it will not be added to the training data if the code snippet
c invokes any API in any of the three target projects. Once data
from a completely different domain is available, we will further
validate our method.

The threat to internal validity is that our evaluation uses Javadoc
descriptions as code search queries for testing. It is likely that such
test queries are different from queries introduced by developers in
real code search scenarios. To reduce the threat, we cleaned up these
test queries carefully. We use the heuristics rules to filtered out a
lot of inappropriate queries from the test data to ensure that our

test queries are as close as possible to the real-world code search
queries. As is shown in Table 2, the final test queries are good
for evaluating the effectiveness of code search methods. We will
evaluate our model in other datasets that contain actual natural
language search queries in the future.

The threat to external validity is that AdaCS is currently tested
on Java programs. However, AdaCS makes few assumptions on
the underlying language and only requires the training text-code
pairs to learn the syntactic patterns. Generalizing AdaCS to other
languages will be our future work.

6 RELATEDWORK
In this section, we present and discuss related work of this paper
mainly from three aspects: deep learning-based code search, IR-
based code search and transfer learning.

6.1 Deep Learning-based Code Search
Code search has been widely studied in literature[5, 25, 49]. Re-
cently, deep learning-based methods are also applied to code search
[14, 15]. Typically, DeepCS [14] uses CODEnn that learns a unified
vector representation of both source code and natural language
queries so that code snippets semantically related to a query can
be retrieved according to their vectors. Chen et al. [8] proposed
BVAE that is composed by two Variational AutoEncoders (VAEs) to
model source code and natural language respectively. Both VAEs
are trained jointly to capture the closeness between the latent vari-
ables of the code and the description. Jiang et al. [24] proposed
ROSF that uses supervised learning to re-rank the candidate results.
Richardson et al. [46] proposed Assistant that learnes a translation
model from amount of code-text pairs. Word embedding technique
is also used in some research work [10, 18]. Ye et al. [60] proposed a
word emmbedding-based method to measure the matching degree
between natural language text and source code. API2Vec [39] used
the CBOW model to learn API embeddings from API sequences ex-
tracted from source code, and verified that the vectors can represent
similar semantics of APIs. BIKER [23] extracted similar questions
and APIs from StackOverflow and used word embeddings to calcu-
late the text similarity.

Different from existing deep code search methods, AdaCS learns
domain-specific word embeddings and general syntactic patterns
respectively. Leveraging the interactionmatrix to learn the syntactic
patterns has been used in text matching methods, which is called
interaction-focused deep text matching[16].

The interaction-focused methods first build local interactions be-
tween the query and the document, and then use neural networks to
learn hierarchical matching patterns. For example, ARC-II[21] and
MatchPyramid[42] build hierarchical CNNs on the similarity ma-
trix of two texts’ word embeddings. They can successfully identify
salient signals such as n-gram and n-term matchings. DRMM[16]
uses histogram mapping, a feed forward matching network, and a
term gating network to summarize relevance matching factors. K-
NRM[57] uses a new kernel-pooling technique to extract multi-level
soft-match features from the translation matrix, and a learning-to-
rank layer that combines those features into the final ranking score.
Conv-KNRM[9] adds convolution layers over K-NRM and outper-
forms prior neural methods and feature-based methods.
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Different form deep text matching methods which focuses on
two texts, AdaCS measure the similarity between texts and code
snippets, and utilizes the unsupervised word embedding to rep-
resent the meanings of so many domain-specific words in code
snippets.

6.2 IR-based Code Search
Many IR-based code search methods were proposed [38], which
are mainly based on the text similarity between natural language
queries and code snippets. Here are some typical IR-based code
search work: Bajracharya et al. [1] proposed Sourcerer, an internet-
scale code search engine that uses Lucene to build index on the
parsed source code and provides keyword search service for devel-
opers. Chatterjee et al. [7] proposed SNIFF, a code search tool that
annotates each API with its related documentation first, and then
perform the natural language based code search on the annotated
code snippets.

To deal with the lexical-gap between natural language and source
code, different approaches were proposed such as query reformula-
tion [17] and query expansion [19, 28, 53, 58]. Lu et al. [33] proposed
to extend the query with synonyms from WordNet. Lv et al. [34]
proposed CodeHow, a code search engine that first identifies some
potential APIs that may be related to the question, and then use
the Extended Boolean Model to incorporate the APIs’ information
during the code search process. Wang et al. [56] proposed to use
feedback information from users to reformulate the query. Recently,
Sivaraman et al. [50] proposed ALICE, a interactive code search
tool that uses active inductive logic programming to interact with
users and infers a new logic query that separates positive examples
from negative examples.

Meanwhile, some relationship aware methods were proposed to
leverage the structural information of source code. For example,
Mcmillan et al. [35] proposed Portfolio that organizes source code
as directed graph and uses PageRank and Spread Activation Net-
work(SAN) to return the top related nodes in the graph as answers.
Chan et al. [6] returns a connected subgraph so that it can present
the relationships between these API nodes clearly. Li et al. [29]
proposed RACS also proposed a relationship aware code search
approach for JavaScript frameworks.

IR-based methods are unsupervised but the accuracy is not satisi-
fying, while DL-based methods improve the accuracy but cannot
be adopted to different codebases. Our approach aims to perform
adaptive code search and keep high accuracy at the same time.

6.3 Transfer Learning
Transfer learning aimed at transferring knowledge from a source
domain to a target domain has been extensively studied in machine
learning (e.g., [41] for an overview).With the surge of deep learning,
various neural network based transfer learning methods[52] have
been proposed for different fields including computer vision[31],
speech recognition[55] and NLP[12, 59]. Based on the data require-
ments, existing transfer learning methods can be generally cat-
egorized into two groups. The first group of work assumes that
we have labeled data from the source domain and also a little la-
beled data from the target domain. A representative and widely
used framework is the fine-tuning approaches, which initialize the

model parameters from a well-trained model on the source domain
and then fine tune the parameters using the labeled data in the
target domain. The second group of work assumes that we only
have labeled data from the source domain but may also have some
unlabeled data from the target domain. Since we do not have labeled
text-code pairs for the new codebase, our work falls to the latter
case, which is also called unsupervised domain adaptation.

For unsupervised domain adaption, instance-based transfer learn-
ing methods re-weight instances from the source domain against
the distribution of the target domain[13]. However, it is hard to
compute the importance weight without labeled data in the target
domain and may cause negative results[44]. Another group of work
belong to feature-based transfer learning, which map instances of
the source and target domains to a shared feature space and reduce
the cross-domain discrepancy in the new space[11]. The basic idea
is to learn domain-invariant representations, rather than domain-
specific ones. Different deep neural networks are used in these
work to learn intermediate feature representations, such as residual
transfer networks[32] and generative adversarial networks[4]. A
typical framework is to use a shared neural network to learn the in-
variant feature space[59], while another representative framework
is to use a shared network to learn the shared feature space and
two domain-specific network for the specific feature space[30].

Our work belongs to the category of feature-based transfer learn-
ing, but there is no out-of-shelf methods that can be used in the
code search scenario directly. To our knowledge, AdaCS is the first
work to apply unsupervised domain adaption to code search. AdaCS
firstly use unsupervised word embedding technique to construct a
matching matrix between queries and code snippets, and then use
a RNN to learn the cross-domain syntactic patterns. Thus, AdaCS
can learn from data in the source domain and perform well in the
target domain.

7 CONCLUSION
In this paper, we propose AdaCS, an adaptive deep code search
method. It can be trained in one codebase and applied to another
one easily, thus solving the problem that existing deep code search
methods require a lot of time and effort on collecting domain-
specific training data. To ensure the transferability, AdaCS learns
word meanings and syntactic patterns respectively in the learning
process. Firstly, an unsupervised word embedding technique is uti-
lized to construct a matching matrix for each text-code pair. Then,
a recurrent neural network is utilized to capture latent syntactic
patterns from these matching matrices in a supervised way. Experi-
mental results show that AdaCS outperforms the state-of-the-art
methods when adapting to a new codebase. For future work, we
will further improve the time efficiency of AdaCS by using parallel
deep sequence encoders (e.g., Transformer [54]) instead of RNN to
learn syntactic patterns. Moreover, we will further apply AdaCS to
more programming languages and wider test datasets.
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